Information Technology Yu.R. Krahmaleva P.158-165

IRSTI 27.27.17

Yu.R. Krahmaleva | ©

Candidate of Technical Science

oRciD | https://orcid.org/0000-0003-2166-3885

M.Kh. Dulaty Taraz Regional University,
Taraz, Kazakhstan

yuna_kr@mail.ru

Y

@B

https://doi.org/10.55956/AENE3399

CONSTRUCTION OF BASES IN SPACE M(2,R)
IN COMPUTER MATHEMATICS SYSTEM

Abstract. In finite-dimensional linear spaces, the question of constructing a basis is
related to matrix computations, the labor intensity of which increases not only with
increasing dimensionality of spaces, but also with taking into account the nature of this
space. In this context, we consider an alternative solution of this question in the space of
square matrices of the 2nd order in the system of computer mathematics, which has a very
rapid development today.
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Introduction. Linear (vector) space is a mathematical structure containing
elements — vectors with certain operations of their addition and multiplication by a
number — scalar. These operations are referred to the 8 axioms of linear space. A
scalar can be an element of real, complex or any other number field. Generalization
of the concept "vector" to an element of linear (vector) space not only does not
cause displacement of terms, but also allows us to understand or even anticipate a
number of results that are valid for spaces of arbitrary nature.

One of the main characteristics of a linear (vector) space are its bases, and
together with them the dimensionality of the space [1,2]. The basis of a linear space
is defined as the maximum linearly independent finite ordered system of vectors of
a linear space such that any vector of this space is linearly expressed through the
vectors of the basis. It is known that there are an infinite number of bases in a
finite-dimensional linear space [3]. For a space of arbitrary nature, the process of
constructing bases has certain nuances, including those of computational nature.

Conditions and methods of research. Let us consider the space of square
matrices of the 2nd order M(2,R). The standard basis of this space is the basis

e=(E,,E,,E,.E,):

10 0 1 00 0 0
El = ] EZ = ’ E3 = ’ E4 = .
0 0 0 0 10 0 1
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Let us prove that the system of vectors (E,,E,,E,,E,) is a basis. For this

purpose, let us show the linear independence of this system of vectors. According
to the definition, a system of vectors (E,,E,,E,,E,) is linearly independent if

there exist such scalars c,,c,,c,,c, simultaneously equal to zero that the equality
is satisfied:

qE, +c,E, +c,E; +¢,E, =0, (1)

where O — is a zero matrix of order 2 [4].
Let us write equality (1) in matrix form:

10 01 00 00 00
c +c, +cq +c, = '
00 00 10 01 00
performing operations on the matrices we have:
& G 00 . @)
g ¢ 00

The corresponding system for finding the unknowns, according to equality
(2) is trivial, in which ¢;,c,,C;,C, is already defined:

c, =0
c,=0
c, =0
c,=0

3)

So, the system of vectors (E,,E,,E,, E,) is linearly independent. Let us
show that the system of vectors (E,,E,, E,, E, ) is the maximum linearly

independent system. Let's add a vector, for example E, = G 3 , to this system

and check the fulfillment of equality (1) for the system of vectors
(EI' E2’ E3’ E4’ ES):

qE, +c,E, +c;E; +¢,E, +c.E; =0, (4)

where O —is a null matrix of order 2. In matrix form, the last equality is written as
follows:

a+es ctes) (000
[ PP o o)
To find the unknowns, a system is compiled:
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¢ +c =0
c,+cs =0 5)
cg+cs =0
¢, +c; =0

System (5) is a homogeneous system of linear algebraic equations in which
4 equations and unknowns. When solving the system, the Kroneckerra-Capelli
theorem is applied, according to which the system (5) is joint and indeterminate.
This means that the unknowns c,,c,,c;,c,,C; are defined ambiguously. So, the

vector system (E,,E,,E,,E,,E,) is linearly dependent. It follows that the system
of vectors (E,,E,,E,,E,,E;) is the basis of space M(2,R), the dimension of
space dim M (2, R)is equal to the number of vectors of the basis of space, i.e. 4.

A linear space can have a large number of bases. Consider an arbitrary
system of vectors in space M (2, R), such as the following:

1 2 2 3 3 4 -1 4
Fl = ’ Fz = ’ F3 = y F4 = .
3 2 4 3 6 1 7 9

Let us examine the system of vectors (F,F,,F,F,) for linear
independence. Equality (1) for (F,, F,,F,,F,) is written as follows:

qF +c¢,F, +c,F +¢,F, =0, (6)

where O — is a null matrix of order 2. (6) in matrix form:

1 2 2 3 3 4 -1 4 0 0

e +c, +cy +c, = )

5 3)redla SJrels 2ol 7 36 o
performing matrix operations in the left part of the equality we have:

(7

(cl+2c’2+3ca—c4 2c1+3c2+4c3+4c4J_(0 Oj
0 0)

3¢, +4c, +6c,+7c, 2c¢,+3c, +cy;+9c,

To determine c,,c,,c;,C,, We make a homogeneous system of linear
algebraic equations:
¢ +2¢,+3c;—c, =0
2¢,+3c, +4c,+4c, =0 ®)

3¢, +4c,+6¢c;+7c, =0
2¢,+3c,+¢c;+9c, =0
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As we can see, the system (8) is markedly different from the system (3) and
to find the unknowns c,,c,,c;,c, it must be solved (the solution is shown in the

computer math system Maple). It turns out that in the space M(2,R) to fulfill the

definition of the space basis it is necessary to solve 2 homogeneous systems, one of
which consists of 4 equations and 4 unknowns, and the other contains 4 equations
and 5 unknowns.

Minimize the time-consuming process of calculations, based on the fact that
in this or that case certain bases are needed, it is possible to carry out the
computational process in the system of computer mathematics, which is Maple [5].
We carry out the computational process in a specialized package LinalgAlgebra. At
the initial stage we enter the initial data F,F,,F;,F,,F;and perform matrix

operations for vectors F,F,, F,, F, [6], [7] in the left part of equality (6):

FI :== Matrix(2,2,[1,2,3,2]) : F2 := Matrix(2,2,[2,3,4,3]) : F3 := Matrix(2,2,[3,4,6,
1]) : F4 :== Matrix(2,2,[-1,4,7,9]) : F5 = Matrix(2,2,[-1,1,2,-1]) :

clF1 == Multiply(F1, cl); c2F2 = Multiply(F2, c2); c3F3 = Multiply(F3, c3); c4F4
= Multiply(F4, c4); c5F5 == Multiply(F5, ¢5);

S1 := MatrixAdd(c1F1, c2F2) : S2 = MatrixAdd(c3F3, c4F4) : S := MatrixAdd(S1,52); SS
= MatrixAdd(S, c5F5); Ov := Matrix(2,2,[0,0,0,0]) :

cl +2c2+4+3c3—c4 2cl+3c2+4c3+4c4
3¢l +4c2+6c3+7c4 2cl+3c2+c34+9c4

The matrix S has the form of the matrix of the left part of the matrix equality (7).
We compose a system of equations, which we denote by sys1[5]:

sysl = {S[1,1]=0v[1,1], S[1,2]=0v[1,2],8[2,1]1=0v[2,1],8[2,2] = Ov[2,2]};

sysl ={cl +2c24+3c3—c4=0,2¢c1 +3c2+c3+9¢4=0,2¢cl +3c2+4c3 +4c4
=0,3¢l +4c2+6c3+Tc4=0}

To form the matrix Aof the system of linear equations, we notice that the
coefficients at unknowns ¢,,C,,C;,C, are the elements of matrices F,,F,, F;, F,,

the expanded matrix B of the system, usually consists of matrix Aand an attached
zero column of free terms:

A = Matrix(4,4, [FI[1,1], F2[1,1], F3[1,1], F4[1,1], FI[1,2], F2[1,2], F3[1,2], F4[ 1,
21, FI[2, 1], F2[2, 1], F3[2, 1], F4[2, 1], F1[2,2], F2[2, 2], F3[2, 2], F4[2,2]]);

B = Matrix(4,5, [FI[1,1], F2[1, 1], F3[1, 1], F4[ 1, 1], Ov[ 1, 1], FI[1,2], F2[1,2], F3[ 1,
21, F4[1,2], Ov[1,2], F1[2, 1], F2[2, 1], F3[2, 1], F4[2, 1], Ov[2, 1], F1[2, 2], F2[2, 2],
F3[2,2], F4[2,2], 0v[2,2]]);

123 -1 123 -10

234 4 234 40
A= 'B =

346 7 346 70

231 9 231 90
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Then we realize the solution of the system by the Kroneckerr-Capelli theorem,
while not missing the case when the rank of the system is less than the number of
unknowns (indeterminate system):

r4 = Rank(A4);
rB := Rank(B);
if rA = rB then print ('Sistema_sovmestnaya');
else print ('Sistema_ne_sovmestnaya'),
fi;
ifrA = rB then rsl = rd; print ('rs_rang sistemi');
else print ('rsl_ne_rang sistemi');
fi;
n := ColumnDimension(A);
if rs/ = n then print ('Sistema_opredelennaya');
Bl := Matrix(4, 1, [Ov[ 1, 1], Ov[1,2], Ov[2, 1], Ov[2, 2]]);
RS1 := LinearSolve(A, Bl);
cll = RSI[1,1];¢22 := RSI[2,1]; ¢33 := RSI[3,1]; c44 := RSI[4,1];
PR = subs(cl =cll,c2=c22,c3=c33,c4d=c44,sysl);
i,
ifrs] < n then print ('Sistema_ne opredelennaya');
B2 = Matrix(4, 1, [Ov[ 1, 1], 0v[1,2], Ov[2, 1], Ov[2,2]]);
RS2 = LinearSolve(A, B2);
cll = RS2 c22 = RS2[2, 1]; ¢33 := RS2[3, 1]; c44 = RS2[4, 1];
PR = subs(cl =cll,c2=c22,c3=c33,c4=c44,sysl);
fi;

The computation is performed in a loop where the rank of the system rs1 is equal
to the number of unknowns n. In this case, the final result is the column matrix
RS1:

RSI =

(= = -]

The elements of the matrix RS1 are the unknowns c,,c,,C,,C,,, which are fixed

as c¢l1,c22,¢33,c44 in the program:

cll=0
c22:=0
¢33:=0
c44:=0

As can be seen, the unknowns ¢,,C,,C,,C, are uniquely defined. We use the
conditional operator to check the linear independence of vectors[8]-[10]:
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ifcll =c22=c33=c44 = O then print ('Vectori_linenonezavisimie'),
else print ('Vectori_linenozavisimie');
fi;

print Vectori_linenonezavisimie

Next, we investigate the linear independence of the system of vectors
(Fl, F.K.F, Fs)and perform similar matrix operations to form sys2 [6], [7]:

sys2 = {S8S8[1,1]=
Al == Matrix(4
2], F4[1,2]
F3[2,2], F4[2,
BI :== Matrix(4
2], F3[1,2], F4[1, [1
Ov[2,1],FI1[2,2],F2[2,2], F3[2,2]

sys2:={cl+2c2+3c3—c4d—c5=0,2¢cl +3c2+c3+9c4—c5=0,2c]l +3c2+4c3
+4cd+c5=0,3cl +4c2+6c3+7Tcd+2c5=0}

To solve the system sys2, the program uses a loop in which the rank of the
system rs2 is less than the number of unknowns n. The column matrix RSS2 is the

solution matrix of the sys2 system:
41 _10,
-9_10,
RSS2:=| -9_10, 4
-5_10,

_101’ 1

The elements of the matrix are the unknowns c¢;,c,,C,;,C,,C, defined
ambiguously:

cll =41 _10, ,
c22 = —9_:01’ 1
c33 = —9_!()1’ |
c44:=-5 _.t()]’ |
cs5 = _IOL )

which allows us to conclude that the vectors (Fl,FZ,F3,F4,F5) are linearly
dependent, which is confirmed by the conditional operator[8]-[10]:

print Vectori_linenozavisimie

Research results and discussion. In the program, at the initial stage, the
data of space vectors are input, which are investigated to determine the basis of the
space. This allows to use the program repeatedly, changing only the input data,
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which confirms its functionality and automation of the computation process. This
technique of baseline construction can be used for baseline construction in the
space of square matrices of higher order.

On the example of construction of bases of space M (2, R) the advantages of

the modern direction of computer mathematics are demonstrated, which allow to
automate the process of calculations, minimize time expenditures on calculations
and undeniably confirm their efficiency.

Conclusion. Based on the above, the construction of bases in space m(2,R)

by means of computer mathematics systems seems to be one of the rational
approaches to solving this issue. The developed mathematical program with a
universal algorithm for constructing bases in the Maple system is distinguished by
the accuracy and efficiency of calculations.
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10.P Kpaxmanesa
M.X. Aynamu ameiHOarbl Tapa3s eHipaik yHusepcumemi, Tapas K., KasakcmaH

KOMMbIOTEP/IIK MATEMATUKA KYWECIHAE M(2,R)
KEHICTIFIHAEN BASUCTEPAIH, KYPbINYbI

AHpatna. LeKTi enwemai CbI3bIKTbIK KeHicTiKkTepae 6a3uncti Kypy maceneci
MaTPUUANDbIK ecenTeynepmeH 0OalNaHbICTbl, OIApAblH,  KYPAENiNiri  KeHiCTiKTepaiH,
e/lWeMAepPiHiH, *KOFapblaybIMeH faHa emec, COHbIMeH bipre ocbl KeHICTiKTiH TaburaTbIH
eckepe oTblpbIn apTaabl. OcblFaH 6ainaHbICTbl, BYriHFi TaHA4a 6Te KapKblHAbI AaMblin Kese
KaTKaH KOMMbIOTEPAiK maTemaTuKa KyneciHgeri 2-peTTi KBagpaT MaTpuuanap
KeHicTirinae ocbl maceneHiH 6anama wewwimi KapacTbipblayaa.

Tipek ce3aep: CbI3bIKTbIK TaYyencisAik, CbI3bIKTbIK Tayenainik, 6asuc, enwem,
CbI3bIKTbl KEH,CTIK.
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10.P Kpaxmanesa
Tapa3sckuli peauoHanbHbIl yHUsepcumem umeHu M.X. fynamu, 2 Tapas, KazaxcmaH

MOCTPOEHUE BA3UCOB B MPOCTPAHCTBE M(2,R)
B CUCTEME KOMMbIOTEPHO MATEMATUKMU

AHHOTauMA. B KOHEYHOMEPHBIX JIMHENHbIX MPOCTPAHCTBAX BOMNPOC MOCTPOEHMUA
6a3nca cBA3aH C MATPUUYHbIMM BbIYUC/IEHUAMM, TPYLOEMKOCTb KOTOPbIX BO3pacTaeT He
TO/IbKO C MOBbILEHWEM PA3MEPHOCTU MPOCTPAHCTB, HO W C YY4ETOM MNPUPOAbl 3TOro
NpocTpaHCTBa. B cBA3M C 3TMMm, paccmaTpuBaeTcs a/ibTePHAaTUBHOE pPELUeHUEe AaHHOro
BOMpOCa B MPOCTPAHCTBE KBaApPaTHbIX MaTpuL, 2-ro Nopsaka B CUCTEME KOMMbIOTEPHOM
MaTeMaTUKM, KOTOPOE MMEET BECbMA CTPEMUTENIbHOE Pa3BUTUE CETOAHA.

KntoueBble cnosa: nvMHelHaa HeE3aBUCMMOCTb, JIMHEMHasa 3aBUCMMOCTb, 6asuc,
pa3MepHOCTb, IMHENHOEe NPOCTPAHCTBO.
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