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THE SCORE IMAGE PROCESSING AND CORRECTION

Abstract. With the development of electronic technologies, scanned or
photographed paper documents are the main data for processing by computer applications;
musical scores are taken as research in the work. The article presents methods of data
processing by bilateral filtering and a noise reduction algorithm in order to improve the
quality of images of musical scores and/or technical documentations.
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Introduction. The object of the research is images of musical scores
obtained by using mobile terminals such as mobile phones or tablets. Image quality
has an important impact on the complexity of algorithm design, as well as on the
efficiency and accuracy of recognition. Due to the quality of the paper itself, score
images often have the following problems: The color tone is yellowish and noise is
present, which is caused by differences in paper quality, poor user data storage, and
intrinsic noise of the electronic equipment used for taking photo, as shown in
Figure 1.

Figure 1. Image with a yellow tint

For recognizing images of musical scores, the score line is one of the most
important musical symbols and a benchmark for recognizing the pitch of notes. In
actual acquired images, both tilt and shear deformation are often present, and in
this case only the slope has been corrected. Thus, the purpose of image processing

120



Dulaty University Xaéapuisicor
ISSN 2788-4724 Becmuux Dulaty University 2022, Nel
Bulletin of the Dulaty University

is to improve image quality by removing noise, as well as to perform automatic
threshold binarization of the image.

To eliminate problems with noise, color cast and spectral line tilt in the score
image, it was necessary to first perform pre-processing.

When the score is actually captured, it is affected to a greater or lesser extent
by distortions inherent in the imaging device and the environment, so that the
resulting digital image contains noise and appears distorted. In view of this
situation, it was necessary to perform noise reduction processing on the score
image in order to restore the authenticity of the image, also it was necessary to
reduce the effect of noise on subsequent operations, as well as ensuring the
efficiency and reliability of post-processing.

The existing methods for smoothing and filtering images mainly include two
aspects: linear filtering and non-linear filtering ™. Linear filtering includes:
Gaussian filtering, mean filtering. Nonlinear filtering includes: bilateral filtering,
median filtering.

The core of Gaussian filtering is the use of a two-dimensional Gaussian
function. After the Gaussian function passes the Fourier transform, the
performance of the Gaussian function in the frequency domain is still its function
1, Therefore, the Gaussian function can generate a low pass filter with smoothing
performance in the frequency domain. Smoothing filtering can be achieved by
multiplying the product in the frequency domain, and also the smoothing effect is
different for different deviations. Mean filtering used to locally average the signal,
and the average value is used to represent the gray value of the pixel, as shown in
Figure 2(a). For general mean filtering of averages, as shown in fig. 3(b), the
calculation of the average value will lead to the “blurring” of information about the
edges and about objects in the image, thereby losing a lot of data. Gaussian
filtering cannot avoid this situation, as shown in Figure 3(c).
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Figure 3. Diagram of the smoothing effect

Under normal circumstances, the image of the score is mainly divided into
notes and background, and the colors of both elements are very different, as shown
in Fig. 4. If a linear filter is used, then the transition between them will be
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smoothed, and the result of such processing will have a certain effect on the
subsequent binarization and spectral line positioning. Both bilateral filtering and
median filtering are non-linear filters that preserve the edges of the image. Median
filtering has a good suppression effect on salt-and-pepper noise, on the other hand,
median filtering will destroy musical notes and spectral lines, resulting in a lot of
information being lost in musical scores, as shown in Figure 5. Bilateral filtering
uses a weighted average method, which uses a weighted average of the luminance
values of the surrounding pixels to represent the intensity of a certain pixel, and the
weighted average based on the Gaussian distribution. Most importantly, the weight
of bilateral filtering not only considers the Euclidean distance of the pixels, but also
considers the radiation differences in the pixel range. The weight calculation
formula for bilateral filtering is as follows

(k) +(=1"  x.0) = I(kD))

w(i, j.k.I) =exp(— 5
(1, .. 1) = exp( 2o 20 )
1)
Where: o4, 6r are smoothing parameters; (X, y) — smoothing pixel coordinates, (K,
) — neighboring pixel coordinates; 1 (x, y),I (k, 1) — grayscale values

corresponding to pixel coordinates (x, y) and (k, I); w(i, j, k, I) is the calculated
weight. The bilateral filter smoothing formula is as follows :

> Ak Dw(x y.k.D)
- ZM w(x. v.k.1)

I, (x.y)
)

Where: w(x, y, k, 1) is calculated by formula 1, the range of values Kl
depends on the size of the neighborhood, | (k, I) is the pixel coordinate. The gray
value corresponds to the scale (X, y). In view of the situation described above,
bilateral filtering is used to remove noise from the musical score. By setting 64 =
0.75, or = 0.5, neighborhood size 25 * 25 in formula 1, the following results are
obtained in Figure 6. It can be seen from the figure that due to the image feature,
the bilateral filter has incomparable advantages compared to the average filtering,
which can preserve edges, reduce noise, and smooth without removing notes and
spectral lines.
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Figure 4. Original image Figure 5. Median filtering results

Figure 6. Bilateral filtering results

The information in the score image is mainly focused on notes and lines,
while the background does not provide any information. On the other hand, when
shooting music nodes, the background of the resulting image may not be white due
to the ambient light or color of paper, and if the overall brightness is low, the
contrast of the foreground and background in the image may not be clear.
Considering the above two aspects, an operation was performed to improve the
image of the musical score by increasing the contrast between the background and
foreground, and avoided the unnecessary noise introduced by directly binarizing
the image. Image enhancement is one of the widely used image processing
techniques. The purpose of image enhancement is to make the original blurry

123



Dulaty University Xadapuivicor
ISSN 2788-4724 Becmuux Dulaty University 2022, Nel
Bulletin of the Dulaty University

image sharp or highlight some important features with image enhancement
technology. The existing image enhancement methods are mainly divided into two
categories: the frequency domain method and the spatial domain method. The
frequency domain method includes: filtering in the frequency domain,
homomorphic filtering, and the spatial domain method includes: grayscale
transformation, histogram correction 2. Frequency-domain algorithms such as
homomorphic filtering are inefficient at enhancing detail; spatial domain-based
algorithms such as grayscale conversion are difficult to use because it is difficult to
achieve a good trade-off between detail enhancement and noise reduction. The
situation where the overall brightness of the image is low due to insufficient
lighting while taking photo of the score, a histogram equalization method was used
to solve this problem. This method is effective for images with too bright or too
dark backgrounds and foregrounds. Histogram equalization basically transforms
the statistical information of an image, in order to achieve the contrast
enhancement effect, the following formula was used:

- r-012..M
width ™ height
©)
Where: height and width are the height and width of the image, and n_ is the
number of pixels that have a gray value equal to L in the image, that is, the
frequency, p(L) is the frequency of occurrence of L, and M is the maximum gray
level. After receiving the statistical information, the conversion formula looks like

this:

M —
width* herth

21:01 M

L
S, =T(L)=(M -1 p(j)=
Jj=0 (4)

Where: p(j), n;j are calculated by formula 3, Sk is the output value of the
display with the gray level L in the original image. The image histogram
equalization is calculated using formulas 3 and 4, the result is shown in Fig. 7.

Image recognition usually requires the use of an image segmentation
algorithm to distinguish the object of interest from other objects. On this basis, the
pixels of the foreground object (binarization) have been checked and colored, and
the background object is white. The goal of binarization is to filter out useful data,
thereby reducing the amount of computation required to process the data.

The objects of research are mainly musical symbols and spectral lines, the
rest of the information has a secondary nature and, accordingly, they were deleted.

For a grayscale image f (x, y), the binarization process is to find a suitable
threshold value T and convert it into a binarized image g(x, y) as shown in the

following formula :
[255 f(x.»)>T

glx.y) = lo  feuys=rT

(%)
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Figure 7. The result of the enhanced image

According to the principle used to calculate the threshold T, the most
commonly used binarization methods can be divided into the global threshold
method B, the local threshold method ™!, the maximum inter-category variance
method B! and the local text information method . Due to differences in paper
quality and light differences while taking a photo, it is difficult to achieve a good
balance between automation, computational complexity, and effects with the global
threshold method, local threshold method, and local text information method.
Given that there is no complex foreground and background in the image of the
score, the foreground mainly consists of notes containing a lot of musical
information, while the background often has a transitional smooth color, and they
have strong contrast after image enhancement, as shown in the figure. 7. In
accordance with the above characteristics of the score image, the maximum inter-
category variance method was used to binarize the score imagel®). The maximum
inter-category variance method is an adaptive thresholding method proposed by the
Japanese scientist Otsu in 1979F! which can automatically calculate the
segmentation threshold according to the characteristics of the gray distribution in
the image, and separate the image into background and foreground. The algorithm
includes the following steps:

1. Counting the number of pixels with different gray levels in an image,
that is, the frequency of each gray level nj, 0 <i < M. M is the maximum gray
level, which typically equals 255.

2. Computing the frequency pi, 0 < i < M of each grayscale. Calculated
as follows:

D=t i=0.12...M
width* height
(6)
Where: width and height are the height and width of the image, n; is the
number of pixels whose gray value is equal to i in the image, i.e. the frequency, pi
is the frequency of occurrence of i, and M is the maximum value of the gray level.
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3. Setting the classification threshold 6 , 0 < 8 < M. The grayscales of a
pixel located in the range [0, 8] are the background pixel, and the grayscales of the
pixel located in the range [5, M] are the foreground pixels. Iteration from 6 =0 to &
= M calculates the inter-category variance at various J, the formula is as follows:

vy =W, v, +wy
(7

2

o=w,*(, —11‘3)2 +w, (O —v,)

(8)

In this formula, wo and vo are the proportion and average of the background
gray pixels in the entire image, wi and vi are the proportion and average of the
foreground gray pixels in the entire image, respectively, and v- is the proportion of
the overall average of the image. Shades of gray, o - variance between classes

(foreground and background).
4. Comparing all ¢, 8, the maximum threshold value was obtained as the

global image threshold, and then using formula 5 to perform the binarization
operation, the following result was obtained in Fig. 8.

River Flows In You
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8

Figure 8. Graph of binarization results

Conclusion. The research work mainly dealt with the problems of noise,
color tone in the image of the score, and also performed image noise reduction,
enhancement and binarization. A bilateral filtering algorithm was used to denoise
the image of the score, which effectively preserves information about the borders
of the image. To solve the problem of low overall brightness of the captured image,
we used histogram equalization, which effectively improves the contrast between
background and foreground, thereby facilitating image binarization based on
maximum interclass variance. The presented research methods allow to restore
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and/or improve the quality of images of musical scores or technical
documentations.
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A.M. Bwipanues, l'yo /lun
HaHKMH FblNbIM }KoHE TeXHOI0runs yHuBepcuTeTi, HaHKUH K., KbiTan
HOTA/bIK KECKIHAI ©HAEY XXOHE TY3ETY

AHpaTNa. D/NIEeKTPOHAbIK TEXHO/IOTMANAPAbIH, AAMYbIMEH CKaHepJ/ieHreH Hemece
doTocypeTKe TyCipinreH Kafas Ky)KaTrap KOMMbOTepAik KongaHbanapmeH eHAey YLiH
Heri3ri gepektep 60nbIn Tabbinagbl, }KYMbICTA 3epTTey peTiHAe My3blKablK NapTUTypanap
anbiHAbl.  Makanagamysblkanblk, — NapTMTypanapablH,  KaHe/Hemece  TeXHMKaAbIK
KYXaTTaMaHbIH, KeCKiHAEPiHiH CanacbiH aKCcapTy YLWIiH €Ki *KaKTbl Cy3rifey »KaHe wyabl
a3anTy aropuUTMi apKbl/ibl AepekTepai eHAey aaicTepi YCbIHbIIFaH.

Tipek ce3gep: My3blKanblK NAapTUTYPa, KECKiHAi ©HAeY, CbI3bIKTbIK KaHEe CbI3bIKTbI
emec cy3riney, 6MHapuM3aLmMA NPOLLECi, KeCKIHAj TaHY.

A.M. Awupanues, l'yo /luHo
HaHKWHCKNI yHUBEPCUTET HAYKU U TEXHONOTUM, I. HaHKMH, KuTait
OBPABOTKA U KOPPEKLIUA U3OBPAXEHUA HOTHbBIX NAPTUTYP

AHHOTauma. C pasBUTMEM 3NEKTPOHHbIX TEXHONOTMW, CKaHUMPOBaAHHble WU
choTorpadmupoBaHHble AOKYMEHTALUMM B BYMaXKHbIX HOCUTENAX ABASAIOTCA OCHOBHbIMM
OaHHbIMW  aN1A 06paboTKM KOMMbIOTEPHbIMU MPUAOKEHMAMKU, B paboTe B KadecTse
nccnenoBaHNa NPUHATBI HOTHbIE NapTUTYpbl. B cTaTbe npueoaatca metoabl 06paboTKM
OaHHbIX ABYCTOPOHHEN ¢unbTpaumein M anropuTtMOM LIYMOMNOAABAEHUA C  Le/bio
YNIYYLLEHUA KayecTBa U306paskeHW i HOTHBIX NAPTUTYP U/UNN TEXHUYECKUX AOKYMEHTALMIA.

KnioueBble cnoBa: My3biKkasbHan NapTuTypa, 06paboTka nsobpaxkeHui, nMHeliHan
N HennHenHan GuabTpaums, npouecc BMHapuM3aLnmn, pacnosHaBaHWe M306parkeHu.
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